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Abstract
Recent efforts in deep neural network (DNN) testing commonly use
error-triggering inputs (ETIs) to quantify DNN errors and to fine-
tune the tested DNN for repairing. This study reveals the pitfalls
of ETIs in DNN testing. Specifically, merely seeking for more ETIs
“traps” the testing campaign into local plateaus, where similar ETIs
are continuously generated using a few fixed input transformations.
Similarly, fine-tuning the DNN with ETIs, while capable of fixing
the exposed DNNmis-predictions, undermines the DNN’s resilience
towards certain input transformations. However, these ETI-induced
pitfalls have been overlooked in previous research, due to the in-
sufficient input transformations (usually < 10), and we show that
the severity of such deceptive phenomena is enlarged when testing
DNNs with more and diverse real-life input transformations.

This paper presents a comprehensive study on the pitfalls of
ETIs in DNN testing. We first augment conventional DNN testing
pipelines with a large set of input transformations; the correctness
and validity of these new transformations are verified with large-
scale human studies. Based on this, we show that launching an
endless pursuit for ETIs cannot alleviate the “trapped testing” issue,
and the undermined resilience pervasively occurs in many input
transformations. Accordingly, we propose a novel and holistic view-
point over DNN errors: instead of counting which input triggers
a DNN mis-prediction, we record which input transformation can
generate ETIs. The targeted input property of this transformation,
termed erroneous property (EP), counts one DNN error and guides
DNN testing (i.e., our new paradigm aims to find more EPs rather
than ETIs). Evaluation shows that this EP-oriented testing paradigm
significantly expands the explored DNN error space. Moreover, fine-
tuning DNNs with EPs effectively improves their resilience towards
different input transformations.

CCS Concepts
• Software and its engineering → Software testing and debug-
ging.
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1 Introduction
Deep neural networks (DNNs) have prosperous development in
many applications, such as facial authentication and autonomous
driving. Yet, similar to conventional software, DNNs are erroneous
and can result in catastrophic accidents. In recent works, DNNs
have been tested in various settings (e.g., autonomous driving [54],
object detection [59], visual question answering [70], secure com-
putation [41], etc.) and various testing objectives [29, 33, 38, 58, 68]
and oracles [62, 67] have been designed. In general, the testing
pipeline (often derived from metamorphic testing [8]) can be sum-
marized as follows: given an input 𝑥 and a transformation 𝑡 (e.g.,
rotation), a DNN error1 is detected if the DNN’s prediction for a
slightly mutated input 𝑥 ′ = 𝑡 (𝑥) changes. As the finality of the
testing campaign, these ETIs are leveraged to fine-tune the tested
DNN to repair the identified mis-predictions [59, 69]. Many ETIs are
found by previous studies, and DNN loss can be reduced through
fine-tuning. Nonetheless, this research revisits the above common
practice by posing the following key question:

“Is ‘ETIs’ an appropriate indicator in DNN testing?”
In fact, DNNs are designed to perceive different semantical prop-

erties in their inputs and the internal logic of a DNN is reflected by
its decision boundary in the input space. That is, DNN errors stem
from the incorrect decision boundary, and the purpose of DNN
testing is to discover and properly tune incorrect decision bound-
aries. We explain two primary issues in ETI-oriented DNN testing
below; our research questions (Sec. 7 and Sec. 8) are designed to
empirically illustrate and rectify them accordingly.
① Countless Inputs: In general, a DNN’s decision boundary di-
vides the entire input space as regions based on different properties
of inputs (e.g., brightness, wheels in cars) [31, 44]. Accordingly,
a DNN’s ETIs locate in its ill-separated regions. Since inputs are
continuous variables and deemed as “dots” in the whole space, an
ill-separated region of even tiny size already includes innumerous
1This paper considers the “mis-prediction error” widely studied in existing DNN testing
research; it subsumes common DNN defects such as robustness and fairness issues.
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Figure 1: Problems encountered when focusing on ETIs.

error-triggering inputs, as illustrated in Fig. 1(a). We thus question
the common practice of assessing DNN errors based on the number
of ETIs. Moreover, due to the non-linearity of DNNs (i.e., the deci-
sion boundary is not a straight line), an incorrect decision boundary
can cause many disconnected, ill-separated regions, within which
ETIs may likely have distinct properties (as shown in Fig. 1(b)).
Hence, merely searching for more ETIs can trap the testing into
certain regions, because ETIs, though similar, can be constantly
generated within only a few ill-separated regions.
② Mutual Exclusivity: Conceptually, fine-tuning a DNN with
EITs pushes its decision boundary away from these ETIs and to-
wards the direction decided by ETIs’ ground truth labels (Fig. 1(c);
see Sec. 2.3 for formalization). Nevertheless, since the fine-tuning is
guided by point-wise loss terms (i.e., computed over each input and
then average), it may indeed impair a DNN due to mutually exclu-
sive input properties [14, 47, 55], e.g., 𝑃2 and 𝑃3 lying in different
sides of the decision boundary. As in Fig. 1(c), suppose more ETIs
are detected by mutating inputs exhibiting property 𝑃2 than those
of 𝑃1, e.g., due to stochasticity in testing. Thus, the fine-tuned deci-
sion boundary largely shifts to the left (from the red one to the blue
one in Fig. 1(c)). Although the overall loss is reduced (as mutating 𝑃2
generates more ETIs and the loss is dominated by them), mutating
inputs exhibiting 𝑃3 on the left side becomes more “fragile” and
may likely trigger mis-predictions (i.e., inputs can move across the
decision boundary with slight perturbations over 𝑃3).

Following the above observations, we view ETIs as deceptive in
DNN testing. We notice that such misleading testing is unaware
in previous works, primarily due to the insufficient input transfor-
mations (usually < 10). To study these issues, we first augment
existing works with a comprehensive set of input transformations.
Given that pixel-based transformations (e.g., brightness, rotation)
by design are limited, we focus on perception-based input trans-
formations [7, 13, 30, 69] which are prevalent in real world. Exist-
ing perception-based transformations require manually annotating
transformable perceptions [73] (e.g., eyes in a portrait); we therefore
propose an automatic approach to discover transformable percep-
tions and generate ∼8,000 new transformations. Note that a trans-
formation does not equal to arbitrarily editing input properties. It
should consistently and uniquely mutate the same targeted property
across different inputs. We conduct a large-scale human evaluation
to validate the consistency and uniqueness of our augmented input
transformations (Pilot RQ in Sec. 5).

We evaluate 8 real-world DNNs (trained using 4 large-scale
datasets) with 9 popular testing objectives and prioritization met-
rics. Our findings show that, even when employing more input

transformations (which can trigger mis-predictions on the tested
DNN), the DNN testing remains to focus on a few transformations
that have generated ETIs at the initial testing stage. Moreover, set-
ting an endless testing campaign hardly helps, as ETIs, though
similar, can be constantly generated using a few already-explored
input transformations (RQ1 in Sec. 7). In addition, when fine-tuning
DNNs with ETIs, we note that ∼50% of input transformations tar-
get mutually exclusive properties, showing their pervasiveness. To
further study impacts of the mutual exclusivity, we collect all ETIs
generated during testing to fine-tune the tested DNNs. Surprisingly,
all 8 “repaired” DNNs become more fragile to ∼30% of the trans-
formations. After investigating the ETIs, we find that only a few
of them were generated from these “more fragile” input transfor-
mations when testing the original DNNs. As a result, during the
fine-tuning, their contributions are shallowed by ETIs generated
from other transformations (RQ2 in Sec. 8).
“The Forest vs. Trees.” With the above findings, this paper advo-
cates a more holistic viewpoint of DNN errors: instead of counting
which input triggers a DNN mis-prediction (i.e., ETIs), we record
which input transformation generates ETIs. Accordingly, we deem
the tested DNN as erroneous to the targeted input properties of
such transformations, and count one erroneous property (EP) as
one DNN error. For instance, if changing image brightness can
trigger a DNN’s mis-predictions, we count only one DNN error
as “being erroneous to the brightness property”, regardless of how
many ETIs are generated by the brightness transformation. EPs, to
some extent, reflect “clusters” of ETIs in a DNN’s input space.

To address our unveiled issues, we propose simple yet effective
EP-oriented regulations for DNN testing. When performing input
mutations with different transformations, we explicitly force the
testing to always use a fresh transformation that hasn’t generated
ETIs yet. During fine-tuning, we separately compute the loss term
for ETIs generated using different transformations. Results show
that, with our regulations, the testing can avoid being trapped and
detect all transformations capable of triggering mis-predictions,
within only modest testing epochs (Sec. 7.3). Also, our refined fine-
tuning scheme can enhance the tested DNN’s resilience towards
all input transformations (Sec. 8.3). In sum, this paper makes the
following contributions:
• We unveil that merely seeking for more ETIs misleads the DNN
testing to constantly generate similar ETIs using a few fixed
input transformations. Moreover, fine-tuning the tested DNN
with ETIs makes it more fragile to certain input transformations,
due to mutually exclusive input properties (which are pervasive)
targeted by different transformations.
• We propose a technique that automatically generates a great
number of different input transformations. Large-scale human
evaluations validate the quality of these transformations. These
transformations can boost future DNN testing works.
• We revisit existing ETI-oriented testing and advocate a new, EP-
oriented scheme that focuses on input transformations triggering
DNNmis-predictions. We design simple yet effective EP-oriented
regulations, delivering more comprehensive and accurate DNN
testing and fine-tuning.

Artifact. Our artifact is available at https://github.com/Yuanyuan-
Yuan/EP-DNN-testing [2].

https://github.com/Yuanyuan-Yuan/EP-DNN-testing
https://github.com/Yuanyuan-Yuan/EP-DNN-testing
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2 Preliminaries and Terminologies
Aligned to existing DNN testing works [15, 18, 22, 33, 42, 54, 59,
60, 62, 63, 67], we focus on image DNNs; also, image properties
are easy to present and understand by even layman audiences. We
discuss the applicability to other input formats (e.g., text) in Sec. 9.
We now introduce preliminaries and terminologies of this study.

2.1 Input Transformations and EPs
Input transformations can be formally defined as in Def. 1.

Definition 1 (Input Transformation). An input transformation con-
sistently targets one unique property (not targeted by other transfor-
mations) across different inputs. By applying a transformation with
varied extents to an input, different mutated variants can be produced.

For example, rotation transformation 𝑡𝑟 consistently targets the
rotation angle (i.e., one input property) of different images and
“rotating 30 degrees” and “rotating 90 degrees” are two mutations
achieved via the same transformation 𝑡𝑟 . If applying a transforma-
tion to a DNN’s inputs can trigger mis-predictions, the DNN is
erroneous to the property targeted by the transformation.

Definition 2 (Erroneous Property (EP)). If applying a transforma-
tion 𝑡 to a DNN’s input 𝑥 can trigger mis-predictions (i.e., the DNN
has different predictions for 𝑥 and 𝑡 (𝑥)), the DNN is erroneous to the
input property targeted by 𝑡 . We view 𝑡 ’s targeted property as one
erroneous property (EP) of the DNN.

For instance, if the rotation transformation 𝑡𝑟 can trigger mis-
predictions when applied to one of the DNN’s inputs, the rotation
angle property (regardless of the exact degree) is an EP of the DNN.
Below, we introduce existing (image) transformations.
Pixel-Based. Early DNN testing works adopt transformations over
image properties decided by pixel values [42, 54, 62], such as 1)
adding noise, 2) blurring, 3) changing brightness, and 4) changing
contrast. Other works also focus on image properties determined
by the arrangement of pixels, including 5) translation, 6) reflection,
7) scaling, 8) rotation, and 9) shearing [54, 62].
Style-Based. Some recent works decompose an image as its con-
tent and style, and propose style-based transformation to change
image styles. For example, [63, 68] apply the style of artistic paint-
ings to real-life photos to test image classifiers. [54, 71] transfer
the weather conditions between different driving scenes to test
autonomous driving DNNs.
Perception-Based. The latest works propose different methods
to edit perceptual contents (e.g., a face’s age) in images. For ex-
ample, [13] leverages generative models to achieve fine-grained
manipulations over object orientation, motions, etc. [30] fuses dif-
ferent digits to confuse image classifiers. [69] implements gradual
transitions of object status in images. Despite the effectiveness of
perception-based manipulations in DNN testing, they are often
arbitrary and input-specific. Several recent works have achieved
perception-based transformations and ensure the consistency and
uniqueness (see Def. 1) via optimization-based solutions [73, 74]
(whose details will be introduced in Sec. 4). However, they require
manually annotating transformable perceptions in images, limiting
the number of available transformations.

2.2 DNN Testing Methods
RandomTesting. This testing scheme treats a DNN as “black-box”
and randomly generates mutated inputs to stress the DNN. For
example, DeepRoad [71] uses GANs [75] to perform style transfer
(e.g., from “sunny” to “snowy”) on driving scene images and check
if the auto-driving DNN behaves inconsistently.
Objective-Guided Testing. Recent works treat a DNN as “white-
box”, thus creating different testing objectives. The intuition is that,
with objectives that characterize DNN activities, guided (and often
more effective) mutations are performed, which can increase the
chance of triggering DNN mis-predictions. Existing objectives can
be roughly divided into the following categories.
Coverage: Similar to code coverage in traditional programs, DNN
coverage metrics measure the number of activated neuron states
during DNN execution [38, 42, 68]. Input mutations are guided to
maximize the coverage value during DNN testing [38, 42, 68].
Adequacy: These metrics log a trace of neuron outputs in each DNN
execution. Then, they compare this trace with all traces logged
when the DNN is executing its training data and compute a sim-
ilarity score 𝑠 [33, 34]. Input mutations are guided to expand the
range covered by 𝑠 .
Input Prioritization. Unlike previous works where mutations are
guided during runtime, methods are designed to prioritize mutated
inputs that are already generated, such that mis-predictions can
be more quickly triggered without testing all mutated inputs. The
majority of them are implemented using diversity metrics [15, 63]:
for an input 𝑥 and its mutant 𝑥 ′, the diversity of their corresponding
intermediate outputs (in the tested DNN) is computed as the prior-
ity of 𝑥 ′. The intuition is that mutations leading to diverse DNN
intermediate outputs are more likely to trigger mis-predictions.

2.3 DNN Fine-Tuning
Similar to traditional software testing, DNN testing also expects
to repair the identified errors. Unlike traditional software whose
logics are explicitly coded, such that developers can directly modify
the code to fix errors, DNN logics are implicitly learned from data.
Thus, the repairing is conducted by fine-tuning the DNNwith error-
triggering inputs (and their ground truth labels) to fix the identified
mis-predictions.

The basis of fine-tuning is adapted from the adversarial/robust
training [57]. For a DNN 𝑓\ , the intuition behind fine-tuning (using
ETIs) is to minimize the following loss:

1
|𝐷 |

∑
(𝑥,𝑦) ∈𝐷

[
max

𝑥 ′∼𝒩 (𝑥,𝜖)
𝐿(𝑓\ (𝑥 ′), 𝑦)

]
, (1)

where 𝑦 is the ground truth label of 𝑥 and 𝒩 (𝑥, 𝜖) denotes all mu-
tants of 𝑥 .𝐷 is the set of all (𝑥,𝑦) pairs (i.e., the seed corpus in DNN
testing), and 𝐿 is the loss function based on the task of 𝑓\ (e.g., 𝐿
is cross entropy if 𝑓\ performs classification). This objective mini-
mizes the maximal loss. Intuitively, it guides the fine-tuning to do
two things: 1) putting the ETI 𝑥 ′ onto the correct side of the decision
boundary (as indicated by the ground truth label 𝑦) and 2) pushing
the decision boundaries to remain distant to 𝑥 (as determined by 𝜖)
so that perturbing 𝑥 hardly triggers mis-predictions.



ISSTA ’24, September 16–20, 2024, Vienna, Austria Yuanyuan Yuan, Shuai Wang, and Zhendong Su

Existingworks ease the gradient computation (during fine-tuning)
of the max operation in Eq. 1 with Danskin’s theorem [10, 56]: for
an inner function involving maximization, its gradient equals the
gradient computed on the maximal. Hence, minimizing the objec-
tive in Eq. 1 is implemented as follows for every (𝑥,𝑦).

argmin
\

𝐿(𝑓\ (𝑥 ′), 𝑦), 𝑓\ (𝑥 ′) .𝑙𝑎𝑏𝑒𝑙 ≠ 𝑦 (2)

Overall, this procedure first finds a mutant 𝑥 ′ that flips the label 𝑦
(which is among mutants having the largest loss) and then forces
the DNN 𝑓\ to predict 𝑦 for the mutant 𝑥 ′, i.e., fine-tuning the DNN
with all detected ETIs. This approach is commonly adopted in DNN
testing works [33, 40, 59, 68, 69].

3 Research Overview
Research Motivations and Deliverables. This study unveils the
pitfalls of ETIs in DNN testing, i.e., ETIs trap the testing and impair
the DNNduring fine-tuning, and proposes solutions for the unveiled
issues. Our study is conducted by exploring the following two
research questions (RQs):

RQ1 (Sec. 7): How the testing is trapped into local error space if it
focuses on ETIs? Does endlessly searching for more ETIs help to
expand the explored error space?

RQ2 (Sec. 8): How often do mutually exclusive properties exist in
different transformations? How does mutual exclusivity affect DNN
fine-tuning?

To alleviate our unveiled issues, we accordingly propose simple
yet highly effective, EP-oriented regulations to expand the discov-
ered error space (see Sec. 7.3) and enhance the fine-tuning (Sec. 8.3).

Technical Challenges and Solutions. As introduced in Sec. 2.1,
transformations designed in prior works are limited, exploring only
negligible error space and hiding severe testing issues. We therefore
require an automated approach to generate a comprehensive set
of input transformations, such that we can assess 1) how ETIs trap
the testing on a small and fixed set of transformations, and 2) the
pervasiveness of mutually exclusive properties in diverse real-life
transformations and how they affect the fine-tuning.

We turn our focus into perception-based transformations. First,
they are closer to real-world transformations. Second, they mani-
fest high potential to be largely augmented. For example, merely
an animal’s face encodes a rich set of perceptual properties, such
as the global face orientation, local eye gaze, mouth status, etc.
Examples of our augmented perception-based transformations are
shown in Fig. 2. However, we do not indicate that perception-based
transformations are better; all different types of transformations
are important and complement each other in DNN testing and
fine-tuning, as they all represent common variations in DNN in-
puts. Hence, in our studies in Sec. 7 and Sec. 8, we employ both
perception-based transformations and existing transformations. In
Sec. 5, we conduct a large-scale human evaluation to assess the
correctness (consistency and uniqueness) of these perception-based
transformations. With comprehensive transformations on hand, we
select transformations capable of triggering DNN mis-predictions
and finally use ∼8,000 transformations in our RQs.

(b) Local tl : open mouth(a) Global tg : turn left

x1

x2

x3

x4

tg (x1)

tg (x2)

tl (x3)

tl (x4)

Figure 2: Sample global and local perception-based transfor-
mations. Both satisfy consistency and uniqueness.

4 Generating Input Transformations
Following Sec. 3, this section introduces the basis of implementing
perception-based transformations. We then elaborate on how to
generate these transformations in a large scale by automatically
identifying transformable perceptions.

4.1 Editing Perceptual Properties
Perception-based transformations are implemented based on gen-
erative models (e.g., GANs [20]). Given a generative model𝐺 and a
latent vector 𝑧 (which can be random or converted using a real im-
age), editing the generated image 𝐺 (𝑧) can be characterized using
the Taylor expansion:

𝐺 (𝑧 + 𝜖) −𝐺 (𝑧) = 𝐽𝐽𝐽 (𝑧) 𝜖 +𝑂 (𝜖), 𝐽𝐽𝐽 𝑖, 𝑗 (𝑧) =
𝜕𝐺 (𝑧)𝑖
𝜕𝑧 𝑗

(3)

where 𝜖 is an infinitesimal and 𝐽𝐽𝐽 (𝑧) is the Jacobian matrix of𝐺 over
𝑧. 𝐽𝐽𝐽 𝑖, 𝑗 (𝑧) is the (𝑖, 𝑗)-th entry of 𝐽𝐽𝐽 (𝑧). This expansion demonstrates
that, when perturbing 𝑧, 𝐽𝐽𝐽 (𝑧) governs what perceptions will be
changed in 𝑥 = 𝐺 (𝑧) (since 𝑂 (𝜖) reaches zero much faster than 𝑧).
Therefore, existing works decompose 𝐽𝐽𝐽 (𝑧) into orthogonal vectors
𝑉𝑉𝑉 = {𝑣𝑣𝑣1, 𝑣𝑣𝑣2, . . . } (e.g., via singular value decomposition (SVD) [19]),
and each 𝑣𝑣𝑣𝑖 ∈ 𝑉𝑉𝑉 corresponds to a unique perception-based trans-
formation 𝑡𝑖 , i.e., 𝑡𝑖 (𝑥) = 𝐺 (𝑧 + 𝑣𝑣𝑣𝑖 ), and the norm of 𝑣𝑣𝑣𝑖 decides the
extent of the mutation achieved by 𝑡𝑖 .
Local-Perception Transformation. The above decomposition
mostly enables global-level transformation for the entire image. For
example, when modifying a human portrait, most transformations
target global perceptions such as orientation, gender, and age, leav-
ing the rich local perceptions (e.g., whether eyes are open or closed)
untouched. Let F and B denote pixels in a specified local region
and the remaining regions, respectively. A local transformation
requires only editing perceptions in F and keeping perceptions in
B unchanged. Suppose 𝑣𝑣𝑣 is one vector obtained using F’s Jacobian
matrix to edit F, Zhu et al. [73] further leverages B’s Jacobian ma-
trix to obtain 𝐵𝐵𝐵, a set of directions towards which modifying 𝑧 does
not change B. Thus, a local transformation can be achieved by first
projecting 𝑣𝑣𝑣 onto 𝐵𝐵𝐵 before editing F:

𝑥 ′ = 𝐺 (𝑧 + 𝐵𝐵𝐵𝐵𝐵𝐵⊺𝑣𝑣𝑣) . (4)

We refer interested readers to [73] for implementation details of
local-perception transformations.
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4.2 Identifying Transformable Perceptions
The local-perception transformations introduced in Sec. 4.1 re-
quires manually selecting transformable F; it may fail without a
well-selected F (e.g., only half an eye). To automatically generate
local-perception transformations, this paper therefore proposes an
automated approach to identify transformable local perceptions.

As noted in Eq. 3, entries in the 𝑖-th row of 𝐽𝐽𝐽 (𝑧), i.e., 𝐽𝐽𝐽 (𝑖, ·) (𝑧),
decide how the 𝑖-th pixel in 𝑥 = 𝐺 (𝑧) is changed when modifying
𝑧. Intuitively, when perceptions vary in different real images, pixels
belonging to the same transformable perception should change sim-
ilarly. That is, we can group pixels as regions based on 𝐽𝐽𝐽 (𝑖, ·) (𝑧): for a
pixel 𝑖 and one of its neighbors 𝑖 ′, if 𝐽𝐽𝐽 (𝑖, ·) (𝑧) is close to 𝐽𝐽𝐽 (𝑖′, ·) (𝑧), we
then group them together. Otherwise, they will be considered sepa-
rately. This way, we can have a set of disconnected regions, which
will be later used for generating local-perception transformations.
Here, a transformation only targets one region.

For each pixel 𝑖 in 𝑥 = 𝐺 (𝑧), we first average all entries in the
𝑖-th row of 𝐽𝐽𝐽 (𝑧) as

𝐽𝐽𝐽 𝑖 (𝑧) =
1
𝑛

∑𝑛

𝑗=1 𝐽
𝐽𝐽 (𝑖, 𝑗) (𝑧), (5)

where 𝑛 is the dimensionality of 𝑧. We apply image erosion and
dilation to the “image” composed of all 𝐽𝐽𝐽 𝑖 (𝑧). Note that the total
number of different 𝐽𝐽𝐽 𝑖 (𝑧) equals #pixels, and each 𝐽𝐽𝐽 𝑖 (𝑧) corresponds
to the 𝑖-th pixel in the generated image. The erosion operation
erodes away trivial regions of a few pixels (which are likely noise),
and dilation merges fragments that stay close to form larger regions.
These operations are performed by sliding a kernel across an image,
and the kernel size affects the identified regions. In general, larger
regions will be marked if a relatively larger kernel is used.

(a) kernel size 2 (b) kernel size 4 (c) kernel size 8 (d) kernel size 16

Figure 3: Regions generated with different kernel sizes.

To comprehensively identify all feasible local perceptual regions,
we iteratively apply erosion and dilation operations multiple times
with gradually increased kernel sizes, and we record all newly
generated local regions (either by joining pixels or merging existing
regions yielded from prior iterations). As in Fig. 3, increasing the
kernel size helps to generate regions for higher-level perceptions.
With a smaller kernel in Fig. 3(b), eyes, nose, andmouth are localized
in this face photo. The whole face is marked in Fig. 3(c) when
increasing the kernel size, and finally the whole image is marked
to generate global perception-based transformations.
Diversifying and Deduplicating Transformations.When gen-
erating transformations, we use different images to prepare the
latent vector 𝑧 in Eq. 3, so that the generated transformations (with
different transformable perceptions) can be diversified. For exam-
ple, the mutation “turn right” may be more likely spotted in a
left-oriented face photo than in a right-oriented one. Nevertheless,
it is possible that duplicated transformations are generated. Since

each transformation is represented using a vector, we use the cosine
similarity to identify repeated transformations. The cosine similar-
ity ranges within [−1, 1] and two vectors are the same if their cosine
similarity equals to 1. In practice, cosine similarity of > 0.8 often
indicates high similarity. To safely rule out similar transformations,
we remove a generated transformation if its cosine similarity with
any other transformation is > 0.5.

5 Pilot Study
We first launch a pilot study to evaluate the correctness of our
generated transformations. We aim to answer the Pilot RQ: Do the
generated transformations satisfy the consistency and uniqueness?

Consistency and uniqueness are evaluated by comparing the
equivalence between transformations. Nevertheless, transforma-
tion “equivalence” does not imply they are the same, as the same
transformation can achieve mutations of different extents. E.g., “ro-
tating 30◦” and “rotating 90◦” are two equivalent transformations
(i.e., they are consistent), whereas rotation and translation are two
inequivalent transformations (i.e., each targets a unique property).

Since it is generally impractical to automatically compare changes
of perceptions, we conduct human evaluations on the Amazon Me-
chanical Turk platform [1], designed as follows:wg1 We first randomly select 750 transformations 𝑡𝑖 and construct 750
pairs of same transformations ⟨𝑡𝑖 , 𝑡𝑖 ⟩ (for consistency) and 750 pairs
of different transformations ⟨𝑡𝑖 , 𝑡 𝑗 ⟩ where 𝑖 ≠ 𝑗 (for uniqueness).
These pairs are then mixed as a set 𝑇 .wg2 For each pair of transformations ⟨𝑡𝑖 , 𝑡 𝑗 ⟩ from 𝑇 (where 𝑖 may
equal 𝑗 , i.e., they are the same transformation), we randomly con-
struct 2 pairs of images, ⟨𝑥𝑎, 𝑥𝑎⟩ ⟨𝑥𝑎, 𝑥𝑏⟩, where 𝑎 ≠ 𝑏, and form
two questions: the first one compares two transformations on the
same image: 𝑥𝑎 → 𝑡𝑖 (𝑥𝑎) and 𝑥𝑏 → 𝑡 𝑗 (𝑥𝑎), whereas the other one
compares two transformations on different images: 𝑥𝑎 → 𝑡𝑖 (𝑥𝑎)
and 𝑥𝑏 → 𝑡 𝑗 (𝑥𝑏 ). The extent of a mutation is also randomly decided.
This way, we ensure that transformation pairs in𝑇 are compared on
different images with different extents of mutations to reduce the
bias. To avoid ambiguity, the participant is only allowed to answer
“yes” or “no”.wg3 Finally, we have total (750 + 750) × 2 = 3, 000 questions. We
then divide them into 6 groups and duplicate each group 3 times.
Accordingly, we hire 18 senior Ph.D. students who have experience
in DNN testing, and each Ph.D. student answers all 500 questions in
one group. This way, each question is evaluated by three different
participants to reduce personal bias.wg4 We also form 20 sanity check questions for each participant. In
some questions, two transformations are randomly selected from
existing pixel-based transformations, and the ground truth answer
is “yes”/“no” if two transformations are same/different. In others,
the transformations, original images, and the extent of mutations,
are exactly the same such that the ground truth answer is “yes”. The
participant is unaware of the sanity check questions and his/her
answers will only be considered if he/she passes 90% of them.

Before the evaluation, we prepare a 30-minute warm-up (using
30 sample questions) for participants to understand the equivalence
between transformations. To avoid fatigue, we do not set a time
limit for each question, and participants can pause/resume the
evaluation at any time.
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Table 1: Datasets adopted in evaluations.

Dataset #Images Image Size Remarks
ImageNet [11] 1,000,000 128 × 128 1000 classes of real images
Flickr Faces [32] 70,000 1024 × 1024 High-quality & fidelity face photos
CelebA [37] 200,000 128 × 128 40 facial attributes annotated
Animal Faces [9] 15,000 512 × 512 Wild animal faces
LSUN Car [66] 2,000,000 512 × 256 High-quality & fidelity car photos

Table 2: Evaluated DNNs.

DNN #Layers/Modules Task Remarks
ResNet [24] 34 General classification Non-sequential structure
VGG [50] 16 General classification Sequential structure
Inception [51] 48 General classification Feature extraction
MobileNet [27] 53 General classification Mobile devices
DenseNet [28] 121 General classification Extremely deep DNN
FaceNet [48] 7 Human face identification Regression task
AlexNet [35] 8 Animal classification One-class seed corpus
EfficientNet [52] 24 Car recognition Fast inference speed

Results.We use the following two metrics to evaluate the results.
Correctness: For two same transformations, it is correct in terms of
consistency if ≥ 2 participants have answered “yes”. For two differ-
ent transformations, if ≥ 2 participants have answered “no”, it sat-
isfies the uniqueness. For consistency and uniqueness evaluations,
the percentages of transformations satisfying the requirements are
0.94 and 0.95, respectively, demonstrating that our transformations
are correctly implemented.
Agreement:We also evaluate the agreement among different partici-
pants using the kappa statistics [16]. The Kappa score ranges within
[0, 1] and a higher score indicates a better agreement. Our collected
answers have 0.82 and 0.83 kappa scores for the consistency and
uniqueness evaluations, indicating a strong agreement [49].
Validity of Mutated Images. We do not observe invalid images
(i.e., an image is “unnatural” and hardly recognized by humans [12,
45]) generated by our transformations. In fact, the validity of these
mutations are ensured by Jacobian matrix decomposition in a prin-
cipled manner [6, 61, 72, 73]; see more samples in our artifact [2].

6 Evaluation Setup

Datasets. We use five real-world datasets shown in Table 1. These
datasets are used for general image understanding (e.g., ImageNet)
or domain-specific recognition tasks (e.g., LSUN Car). All of them
are large-scale regarding the information in each image (e.g., the
resolution), #images, and #classes. ImageNet has 1000 classes, we
only select the first 20 classes due to efficiency consideration.
DNNs.Table 2 reports eight evaluated large-scale, real-world DNNs.
These DNNs are well-trained (officially provided by Pytorch or the
developers) and are representative in terms of the model structures
(e.g., sequential vs. non-sequential), targeted platforms (e.g., mo-
bile devices), tasks (classification vs. regression), optimization (e.g.,
MobileNet is optimized for size reduction, and EfficientNet is opti-
mized for inference speed), etc. It’s worth noting that, when testing
AlexNet, we only use images of one class to construct the seed
corpus. With comparison to other seed corpora of more classes, we
can evaluate the impacts of the seed corpus’s diversity.
Transformations. Table 3 lists transformations adopted in prior
DNN testing research. For artistic-style-based transformations, we

Table 3: Image transformation methods in prior works.

Pixel-based 1) Noise; 2) Blurring; 3) Brightness; 4) Contrast
5) Translation; 6) Reflection; 7) Scale; 8) Rotate; 9) Shear

Style-based 1) Rainy; 2) Foggy; 3) Snowy; 4) Cloudy
& 31 different artistic styles (31 transformations)

use style corpus from [17]. Though many styles are provided, we
found most styles are similar. Thus, following our deduplication
method (see Sec. 4.2), we also deduplicate the extracted styles
(which are encoded as vectors) using a cosine similarity thresh-
old of 0.5. A total of 31 different styles are obtained.
Augmented Transformations. Due to the overhead and efficacy
consideration, we use GANs to generate perception-based transfor-
mations. Our explorations show that diffusion models [64] are im-
practical to compute the Jacobian matrix in Eq. 3, and multi-modal
LLMs (e.g., GPT-4) perform worse on the consistency and unique-
ness of transformations; they also require manually specifying the
text instruction for each transformation.We use BigGAN [6] trained
with ImageNet to generate transformations for different classes in
ImageNet. Following advice in [69], we generate perception-based
transformations individually for images of different classes, as per-
ceptions vary by class (e.g., the perception wheel does not exist in
classes related to animals). For each class, we use 10 different images
to prepare the latent vector 𝑧. StyleGANs [32] are adopted to gener-
ate transformations for the remaining domain-specific datasets and
100 images are used to prepare the latent vector 𝑧 for each dataset.

In Sec. 7 and Sec. 8, our evaluations require transformations that
can trigger DNN mis-predictions. For ImageNet DNNs, we gen-
erate 1944 perception-based transformations that can trigger mis-
predictions on all of them. For other three DNNs trained on three
different datasets, we also prepare 1944 perception-based transfor-
mations capable of triggering mis-predictions for each of them (to
be comparable with the ImageNet setting). We find that all 44 ex-
isting transformations listed in Table 3 can trigger mis-predictions
on all our evaluated DNNs. In sum, for each DNN/dataset, we pre-
pare 1988 different transformations and each transformation is
associated with one EP of its tested DNN.
Objectives. We consider a broad set of white-box and black-box
testing objectives that are widely adopted in different scenarios.
Different random testing schemes are also evaluated (see Sec. 7.1.1).
We introduce these objectives below.
Coverage: Three representative DNN coverage criteria are consid-
ered. Neuron Coverage (NC) [42] and Top-K Neuron Coverage
(TKNC) [38] are two structure coverage metrics. NC treats one
neuron as the coverage unit, whereas TKNC focuses on DNN layers.
NeuraL Coverage (NLC) [68] is one recently proposed distribution-
level coverage, which measures the coverage based on the distribu-
tion of a DNN’s intermediate outputs.
Adequacy: We consider Likelihood Surprise Coverage (LSC) [33]
in our evaluation due to its low computation and space overhead.
Entropy: The entropy is adopted to guide black-box testing [21, 69],
i.e., performing mutations to maximize the entropy. The entropy
metric quantifies the uncertainty in DNN’s outputs. A higher output
entropy indicates that the DNN is more likely confused with the
input and may have mis-predictions.
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Prioritization Metrics.We study two state-of-the-art prioritiza-
tionmetrics [63] that use Kullback-Leibler (KL) and Jensen-Shannon
(JS) divergences as the diversity metrics (see Sec. 2.2).

7 RQ1: Testing
This section first studies the correlation between the number of
(#) employed transformations and #ETIs in Sec. 7.1. Recall as intro-
duced in Sec. 6, all our transformations are capable of generating
ETIs. Then, in Sec. 7.2, we investigate how the testing procedure
is affected by using #ETIs as the testing guidance. In Sec. 7.3, we
show how to alleviate the encountered problems.

7.1 RQ1.1: Correlation Study
7.1.1 Setup. For each tested DNN, we first prepare 𝑁 different
transformations that can trigger mis-predictions and record the
#ETIs. In all setups w.r.t. the same dataset, we use the same seed
corpus comprising 500 different images. 𝑁 is gradually increased
from 10 to 1000. All experiments are conducted three times to
reduce randomness. We implement different testing pipelines for
objectives/metrics of distinct application scopes.
Accumulation Objectives.We categorize the coverage, adequacy,
and entropy objectives as accumulation objectives because they are
adopted for guiding the direction of accumulatingmutations (in case
the mutation does not lead to a mis-prediction). For these objectives,
we follow a standard fuzzing-like testing pipeline as in Alg. 1. We
set 𝑒𝑝𝑜𝑐ℎ to 5000 and in each loop iteration, an image is selected
from the seed corpus𝑋 according to its priority decided by 𝑝𝑟𝑖𝑜 . An
image’s 𝑝𝑟𝑖𝑜 is subtracted by 1 every time it is selected until 0 (i.e.,
this image will no longer be selected). The function 𝑜𝑏 𝑗𝑒𝑐𝑡𝑖𝑣𝑒 (𝑥 ′)
returns 𝑡𝑟𝑢𝑒 if 𝑥 ′ increases the coverage/adequacy/entropy.

Algorithm 1: Testing pipeline for accumulation objectives.
1 Transformation Set:𝑇 ; Seed Corpus: 𝑋 ; Tested DNN: 𝑓 ;
2 foreach 𝑥 ∈ 𝑋 do
3 𝑥.𝑝𝑟𝑖𝑜 ← 10;
4 for 𝑖 ← 0 to 𝑒𝑝𝑜𝑐ℎ by 1 do
5 𝑥 ← 𝑠𝑎𝑚𝑝𝑙𝑒_𝑤𝑖𝑡ℎ_𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦 (𝑋 ) ; 𝑥.𝑝𝑟𝑖𝑜 ← 𝑥.𝑝𝑟𝑖𝑜 − 1;
6 𝑡 ← 𝑟𝑎𝑛𝑑𝑜𝑚_𝑠𝑒𝑙𝑒𝑐𝑡 (𝑇 ) ;
7 𝑥 ′ ← 𝑡 (𝑥) ; // total ‘𝑒𝑝𝑜𝑐ℎ’ mutations are performed.

8 if𝑚𝑖𝑠_𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 (𝑥, 𝑥 ′) then
// record 𝑥 ′ as one ETI.

9 else if 𝑜𝑏 𝑗𝑒𝑐𝑡𝑖𝑣𝑒 (𝑥 ′) then
10 𝑥 ′.𝑝𝑟𝑖𝑜 ← 10; 𝑋 .𝑎𝑑𝑑 (𝑥 ′) ;

PrioritizationMetrics. The prioritization metrics are proposed to
prioritizemutated images such thatmis-predictions can be triggered
earlier. Therefore, to imitate the “selection” process (i.e., uncovering
mis-predictions without executing all mutated images), we perform
𝑒𝑝𝑜𝑐ℎ × 2 mutations (i.e., mutating each image 𝑥 in the initial seed
corpus 20 times to generate 20 different 𝑥 ′) and compute the priority
of each mutant 𝑥 ′ using the corresponding diversity metric. Total
5000 × 2 mutants 𝑥 ′ are sorted in descending order and only the
first 5000 mutants 𝑥 ′ are used to test DNNs.
Random Testing. We consider two versions of random testing
w.r.t. the accumulation and prioritization settings. The first one,
𝐴𝑅𝑎𝑛𝑑 , follows a similar pipeline as in Alg. 1, but the 𝑜𝑏 𝑗𝑒𝑐𝑡𝑖𝑣𝑒 (𝑥 ′)
at line 9 always returns 𝑡𝑟𝑢𝑒 . The second one, 𝑃𝑅𝑎𝑛𝑑 , follows a

Table 4: PCC values between #ETIs and 𝑁 . Results of non-
significant 𝑝-value (> 0.05) are marked in gray .

DNN ARand NC TKNC NLC LSC Entropy PRand KL JS
ResNet -0.96 -0.97 -0.98 -0.93 -0.95 -0.93 0.01 -0.02 0.12
VGG -0.95 -0.97 -0.96 -0.96 -0.98 -0.97 -0.01 0.04 -0.02
Inception -0.95 -0.94 -0.92 -0.86 -0.98 -0.84 0.03 -0.06 -0.06
MobileNet -0.93 -0.97 -0.94 -0.96 -0.95 -0.95 0.03 -0.08 -0.04
DenseNet -0.96 -0.96 -0.92 -0.88 -0.93 -0.81 0.04 -0.07 0.14
FaceNet -0.73 -0.74 -0.74 -0.70 -0.75 -0.74 0.13 -0.09 0.05
AlexNet -0.55 -0.73 -0.57 -0.12 -0.64 -0.66 0.13 0.00 0.09
EfficientNet -0.67 -0.71 -0.70 -0.61 -0.68 -0.76 -0.24 -0.04 0.12

similar setting as prioritization metrics (generates 5000× 2mutants
𝑥 ′) but randomly selects 5000 mutants 𝑥 ′ to test the DNNs.
7.1.2 Study Methods. We perform both quantitative and qualita-
tive studies for the correlation between #ETIs and𝑁 (i.e., #employed
transformations). In the quantitative study, we compute the Pearson
correlation coefficient (PCC) of #ETIs and 𝑁 to quantify the corre-
lation. We also calculate the 𝑝-value to measure the significance.
The PCC value ranges within [−1, 1]: a positive PCC indicates that
#ETIs increases with 𝑁 , whereas #ETIs decreases with 𝑁 if their
PCC is negative. If the PCC value is within [−0.2, 0.2] and has 𝑝-
value > 0.05 [26, 53], we can safely conclude that #ETIs and 𝑁

are not correlated. We also plot how #ETIs changes with 𝑁 for
qualitative studies.
7.1.3 Results. In each experiment, we confirm that each of the
prepared transformations is selected at least once to perform muta-
tions. Table 4 shows the PCC values when testing various DNNs
with different objectives. Values of non-significant 𝑝-values (> 0.05)
are marked in gray . For prioritization metrics (i.e., KL and JS)
and 𝑃𝑅𝑎𝑛𝑑 , all PCC values are close to zero with non-significant
𝑝-values, indicating that #ETI and 𝑁 have no correlation. For ac-
cumulation objectives and 𝐴𝑅𝑎𝑛𝑑 , the PCC values are all negative
(most of them have significant 𝑝-values), which is surprising and
counterintuitive since #ETI decreases with 𝑁 . Fig. 4 plots how the
#ETI changes with 𝑁 ; we discuss the results as follows.
Overview. As shown in Fig. 4, regardless of the tested DNN, the
DNN’s task, the seed corpus, or the testing objective/metric, the
#ETIs does not increase with 𝑁 in all settings. We note that the
curves w.r.t. prioritization and accumulation paradigms have dis-
tinct trends, which we discuss below.
Prioritization Metrics. Although these metrics have a higher
#ETI than accumulation objectives in most cases, we do not com-
pare the absolute values of #ETI because when using prioritiza-
tion metrics, twice as many mutations are performed to simulate
the “selection” process (see Sec. 7.1.1). In general, the curves (e.g.,
Fig. 4(a)-(e)) are roughly horizontal lines.
AccumulationObjectives.When cross-comparing objectives, NLC
and Entropy seem to be the most two effective ones for finding
DNN errors, because when guided with them, the largest #ETIs is
generated in Fig. 4(a)-(e) and Fig. 4(h). Interestingly, we find that the
curves of accumulation objectives can be divided into two phases.wga When only a few transformations are prepared (e.g., 𝑁 < 200
for EfficientNet), #ETI decreases with 𝑁 . wgb When the number of
prepared transformations is large (e.g., 𝑁 > 300), the #ETI is mostly
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(g) AlexNet (h) EfficientNet(f) FaceNet

(c) Inception(a) ResNet (b) VGG (d) MobileNet

(e) DenseNet

Figure 4: #ETIs (the vertical axis) w.r.t. the number of employed transformations 𝑁 (the horizontal axis). All employed trans-
formations are capable of triggering mis-predictions on the tested DNNs.

stable regardless of 𝑁 . Thus, the negative PCC value is mainly
induced by phase wga . We discuss these two phases and infer the
reasons below.

7.1.4 Analysis. The following conclusions can be derived.
The #ETIs is Not Positively Correlated With 𝑁 . For both the
prioritization objectives and the phase wgb of accumulation objec-
tives, #ETIs is not correlated with 𝑁 . That is, the number of em-
ployed transformations does not affect the #ETI. More specifically,
even when always testing a DNN with a few transformations, many
ETIs can still be triggered and their quantity is comparable to the
#ETIs when using far more transformations (that are capable of gen-
erating ETIs) — despite the latter more comprehensively explores
the DNN’s error space. Accordingly, the #ETIs hardly reflects the
comprehensiveness of testing. Even when a considerable amount
of ETIs are triggered, developers may still be unaware that many
transformations are capable of triggering DNN mis-predictions.

Recall that, as illustrated in Fig. 1, DNN errors stem from ill-
separated regions in the input space which comprises continu-
ous variables. Therefore, countless ETIs exist in any tiny-size, ill-
separate input region, making the #ETIs less useful than anticipated
and even misleading.
Accumulating Mutations is Misled in ETI-Oriented Testing.
To understand the decreased #ETI in phase wga of accumulation ob-
jectives, we inspect how accumulation objectives work. When a
mutation does not trigger mis-prediction, it is accumulated if it
enhances the chance of triggering mis-predictions in subsequent
mutations (e.g., increases the coverage or entropy, which is de-
cided by particular objectives). This way, an objective points an
“accumulating direction” to increase the possibility of triggering
mis-predictions, which also explains why more ETIs are generated
under the guidance of these objectives than 𝐴𝑅𝑎𝑛𝑑 (which ran-
domly chooses mutants). Nevertheless, as more transformations
are employed, such accumulations become less effective, because
the accumulated mutations for one transformation may not be ap-
plicable to others. For example, accumulating mutations for the

lighting transformation does not help to discover mis-prediction
under the rotation transformation.

7.2 RQ1.2: “Trapped” Testing
Further to the less efficacy of accumulating mutations, we study
how it affects the number of detected EPs in this section.

7.2.1 Setups & Study Methods. In this section, we focus on accu-
mulation objectives. The setups are mostly the same as in Sec. 7.1.
We equip each testing pipeline with all 1,988 transformations pre-
pared, and study how the number of detected EPs changes with the
testing epochs (i.e., the 𝑒𝑝𝑜𝑐ℎ in Alg. 1). Following Def. 2. an EP is
detected if mis-predictions are triggered by applying its corresponding
transformation on DNN inputs. It’s worth mentioning that when
performing prioritization-like testing, the #detected EPs is already
decided before testing because no runtime mutation is performed.
Thus, we do not evaluate these prioritization metrics in this section.

7.2.2 Results & Analysis. The curves of #detected EPs are drawn
as dashed lines in Fig. 5. As noted, the increasing rate of #detected
EPs drops when more testing epochs are performed. Even after
10,000 epochs, not all involved EPs are detected, and the #detected
EPs is even saturated as the increasing rate tends to be zero. This is
also induced by the accumulation of mutations. More specifically,
once a few EPs are detected, the testing tends to focus on these EPs
and repeatedly generate ETIs induced by these EPs. Knowledgeable
readers may notice that this phenomenon is seemingly similar to
the “coverage plateaus” studied in a recent work [36]. To clarify,
this observation is different from [36], which states that #ETIs in
software (Python) testing get saturated. Here, the DNN testing still
constantly generates ETIs, but the #detected EPs is saturated. That
is, the testing repeatedly uses explored transformations to generate
ETIs, neglecting other transformations and their associated EPs.

Since the ill-separated regions of different EPs may be discon-
nected, once a mutation reaches an ill-separated region, future
mutations will likely be “trapped” in this region due to two reasons.
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Figure 5: #Detected EPs (the vertical axis) w.r.t. #epochs (the horizontal axis). Results of previous and our testing methods are
marked in dashed and solid lines, respectively. Horizontal axes in different figures are aligned.

1) Again, countless ETIs exist in an ill-separated region, and there-
fore, new ETIs can always be reported (though they reveal only
one or a few EPs) since the testing aims to find more ETIs. 2) More
importantly, if a mutation moves outside an ill-separated region, it is
unlikely to be accumulated because suchmutations may not increase
the coverage/adequacy/entropy (i.e., get trapped). This phenome-
non is very obvious for NLC and Entropy: the corresponding testing
terminates easily between 4,000 and 6,000 epochs because all seeds
are exhausted. Recall as in Sec. 7.1.3, NLC and Entropy are shown
to be the most effective objectives to generate ETIs. Thus, it might
not be inaccurate to interpret that the impacts of “trapped testing”
is amplified when using more effective objectives, since moving
outside an ill-separated is more likely to be rejected by them.

In sum, this observation highlights a major issue neglected in
previous research: focusing on ETIs in (objective-guided) DNN
testing may be misleading and overlook many EPs because the
testing is “trapped” by already recognized EPs.

7.3 RQ1.3: Alleviating the Testing Problems
Solution. To mitigate the problems caused by ETIs, we propose a
simple yet effective regulation strategy for DNN testing: whenever
performing mutations, we always select transformations whose
associated input properties have not been deemed erroneous, i.e.,
no ETI has been found by mutating these properties. Thus, the
testing is forced to gradually find more EPs rather than ETIs. Once
an EP has been detected, it will never be considered in further
testing. This is reasonable since the root cause of mis-predictions
is the incorrect decision boundary and EPs are associated with
ill-separated regions in the input space: if a single ETI has been
found by mutating an EP, other ETIs evidently exist in the same
region and it is more meaningful to test other EPs instead.

Results. Our results are the solid lines in Fig. 5. With every objec-
tive, the #detected EPs is constantly growing without reduction
in the growth rate. An interesting finding is that, when detecting
only a few EPs, these solid and dashed lines are overlapped. This, to
some extent, explains why the “trapped testing” was previously not
obvious due to the incomprehensive set of transformations. Also, for
NLC and Entropy which are largely undermined by the “trapped
testing” (see Sec. 7.2.2), they remain the most effective objectives
after regulating the testing with our strategy. Moreover, in most of
the cases, the #epochs required to detect all EPs is less than twice
of the #all EPs (i.e., an EP can be detected by applying its corre-
sponding transformation less than two times on average), showing
the efficacy and efficiency of our strategy.

8 RQ2: Fine-Tuning
Fine-tuning with ETIs is previously believed an effective approach
to repairing the tested DNN’s mis-predictions. Nevertheless, a
counter-example is that, if two regions w.r.t. two EPs (correspond-
ing to two transformations) reside on opposite sides of the decision
boundary, enhancing the resilience towards one transformation
will presumably make the DNN less resilient to another one. There-
fore, these two EPs, and their corresponding transformations, are
mutually exclusive. RQ2 studies how this mutual exclusivity affects
the ETI-oriented fine-tuning; we use ETIs generated in Sec. 7.2.

8.1 RQ2.1: The Mutual Exclusivity
We first evaluate if the mutual exclusivity is common among input
properties targeted by different transformations.

8.1.1 Setups & Study Methods. The mutual exclusivity is studied
from two levels of granularity: 1) the types of transformations
and 2) the transformations themselves. When the fine-tuning loss
of one transformation decreases, we count the number of other
transformations whose fine-tuning loss rises. We also report the
distribution of these mutually exclusive transformations. Since
many more perception-based transformations are generated, we
randomly select 20 perception-based transformations, so that the
number of transformations in each category is comparable.

8.1.2 Results & Analysis. We report that for each transformation,
(50 ± 4)% of the remaining transformations are mutually exclusive.
For pixel-based transformations, their mutually exclusive transfor-
mations are mainly from other categories (i.e., style- and perception-
based). In contrast, the mutually exclusive transformations of the
other categories are evenly distributed among all categories (includ-
ing their own categories). We note that our findings are consistent
with observations in existing adversarial training works, which
pointed out that enhancing a DNN’s resilience towards one type
of adversarial perturbations (i.e., one transformation) can make it
more vulnerable to others (i.e., those mutually exclusive transforma-
tions/EPs) [14, 47, 55]. However, existing works are limited to only
a few transformations. We, by identifying a comprehensive set of
transformations, demonstrate that mutual exclusivity is pervasive
among different transformations/EPs and has significant impacts
on DNN fine-tuning.

8.2 RQ2.2: “Impaired” Resilience
This section studies how mutual exclusivity harms the DNN’s re-
silience towards certain transformations.
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8.2.1 Setup & Study Methods. We begin with the standard fine-
tuning, which fine-tunes the DNN with all ETIs and is expected to
reduce the overall loss. Then, we observe how each transformation’s
fine-tuning loss varies. To further assess the effects of increased
fine-tuning loss (since increased loss does not necessarily indicate
lower resilience; see Sec. 8.3), we characterize the resilience towards
one transformation using random attack success rate (RASR), which
is the success rate of generating ETIs with random mutations (since
objective guided mutations have the countless inputs issue). That
is, RASR is comparable to 𝑃𝑅𝑎𝑛𝑑 (w/o prioritization) in Sec. 7.1.1
which is not affected by the accumulation. Recall that EPs are due to
ill-separated regions. RASR, to some extent, is similar to estimating
the area of ill-separated regions via Monte Carlo method [39].

8.2.2 Results & Analysis. Wefind that in all evaluations, the overall
fine-tuning loss decreases, which indicates the specious effective-
ness of ETI-oriented fine-tuning. However, if we separately compute
the fine-tuning loss for different transformations on the fine-tuned
DNN, ∼ 30% of them indeed increase largely. After checking their
generated ETIs when testing the original DNN, we find that those
transformations generate fewer ETIs (and hence contribute less to
the overall loss) in comparison to the other transformations.

To clarify, the fine-tuning loss is computed in a point-wise man-
ner, i.e., the overall loss is the average of loss values computed on all
ETIs. Hence, if one transformation generates more ETIs, which may
be due to the randomness during testing (as shown in RQ1, #ETI
does not faithfully reflect the resilience), the overall loss will be
more biased to this transformation. As a result, the fine-tuning pro-
cedure is “dominated” by those transformations generating more
ETIs. For example, if the testing is performed with two mutually
exclusive transformations and one of them generates 10% of ETIs,
the resilience towards this transformation is neglected to some
extent since it contributes only 10% to the overall loss value.

When evaluated using the RASR metric, an interesting finding is
that, for some EPs of decreased fine-tuning loss, their corresponding
RASR is not reduced obviously, and in some cases, the RASR remains
the same. That is, the chance of triggering mis-predictions is not
reduced despite the loss decrease; the fine-tuned DNN is not “safer.”
However, for EPs of increased fine-tuning loss, the RASR does not
necessarily rise as well. This observation motivates us to propose a
solution below for alleviating the issue of mutual exclusivity.

8.3 RQ2.3: Alleviating the Fine-Tuning Issue
Motivation. “Inconsistency” between the results of fine-tuning loss
and RASR inspires our solution here. In practice, to have a correct
and resilient prediction (i.e., the prediction does not change with
different transformations), the loss does not necessarily need to be
zero. An illustration is given in Fig. 6. For a two-class classification,
the case of zero loss for predicting class 1 is given in Fig. 6(a).
Nevertheless, since the final prediction is decided as the class having
the highest probability, a 100% probability is unnecessary. As shown
in Fig. 6(b), the prediction of class 1 remains the same, and also
resilient, if its probability ranges within [60%, 80%], which still has
notable loss. Therefore, for two mutually exclusive transformations,
we can orchestrate their fine-tuning losses at a moderate level to
make the DNN resilient to both transformations.

100%

0% 20%
60%

80%

class 1

prob. prob.

class 2 class 1 class 2

40%

(a) A prediction of class
1 with zero loss.

(b) Correct predictions
of non-zero loss.

EP2EP1

(c) Repairing by separately
considering EPs.

Figure 6: Motivations for alleviating the mutual exclusivity.

Table 5: Results of (minimal RASR, maximal RASR) after
fine-tuning. Lower RASR is better.

DNN Original Fine-tuned
with Eq. 1

Fine-tuned
with Eq. 6

ResNet (1.5%, 76.0%) (1.0%, 98.5%) (0, 67.5%)
VGG (10.0%, 78.5%) (2.5%, 99.0%) (0, 76.5%)
Inception (0, 85.0%) (12.0%, 100%) (0, 70.0%)
MobileNet (4.0%, 72.5%) (3.0%, 99.0%) (0, 61.0%)
DenseNet (5.5%, 91.5%) (0.5%, 65.5%) (0, 56.0%)
FaceNet (44.5%, 88.0%) (43.5%, 97.0%) (37.5%, 75%)
AlexNet (0, 68.0%) (0, 85.0%) (0, 30.0%)
EfficientNet (24.5%, 90.0%) (23.0%, 100%) (20.5%, 62.5%)
Average (11.3%, 81.2%) (10.6%, 93.0%) (7.2%, 62.3%)

* Increased RASR after fine-tuning (i.e., becomes less resilient) are marked in red
and reduced RASR are marked in green.

Solution. Though the fine-tuning loss cannot precisely character-
ize the resilience to a transformation, we still use it for fine-tuning
because it is continuous (RASR is discrete and cannot be used as
an optimization objective during fine-tuning). Unlike Eq. 1, we sep-
arately compute the fine-tuning loss for ETIs generated with each
transformation, as shown below.

𝐿𝑖 =
1
|𝐷 |

∑
(𝑥,𝑦) ∈𝐷

[
max

𝑥 ′∼𝑡𝑖 (𝑥)
𝐿(𝑓\ (𝑥 ′), 𝑦)

]
, (6)

where 𝑡𝑖 denotes the 𝑖-th transformation. Then, the fine-tuning
aims to minimize a transformation-/EP-wise loss:

∑
𝑖 𝐿

𝑖 .
This way, different EPs are treated equally during the fine-tuning.

Note that the #ETIs (generated during testing) does not quantify
the resilience w.r.t. one EP (see Sec. 7). Rather, more ETIs estimates
the fine-tuning loss better. As illustrated in Fig. 6(c), no matter
how ETIs are distributed, the fine-tuned decision boundary is not
biased to any EP. Despite that the overall fine-tuning loss is not the
minimal, the predictions of the two classes are correct and resilient,
as long as the decision boundary stays outside the dashed regions.
Results. Evaluation results are given in Table 5. We report the max-
imal and the minimal RASR of different transformations computed
on DNNs “repaired” using the standard form of fine-tuning (as in
Eq. 1) vs. our approach (as in Eq. 6). Each experiment is repeated
three times. As marked by the red results in Table 5, the standard
approach largely increases the maximal RASR in 7 out of 8 cases,
and some of them even reach 100% (e.g., Inception and EfficientNet).
Moreover, the original Inception is relatively resilient to some trans-
formations (since the minimal RASR is zero), whereas the minimal
RASR is notably increased to 12.0%, making it sensitive to almost
all transformations.

Our approach notably reduces the maximal RASR, i.e., the DNN
is no longer fragile to certain transformations. This shows that our
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approach does not sacrifice the resilience towards certain transfor-
mations. The minimal RASR is also highly encouraging, given that
all minimal RASRs decrease, and the lowest is zero for 6 out of 8
cases. Importantly, all our fine-tuned DNNs retain their original
test accuracy (using the standard dataset).

Note that transformations having the minimal original RASR
may only generate a few ETIs during testing. Thus, when fine-
tuning with previous objectives (Eq. 1), they are often neglected. As
a result, the DNN may become more sensitive to these transforma-
tions after fine-tuning. Nevertheless, our fine-tuning scheme treats
each transformation equally, such that it can successfully repair
those “stealthily erroneous” properties.

9 Discussion
Threat to Validity. This research unveils the pitfalls of ETIs in
DNN testing (and fine-tuning) and accordingly proposes EP-oriented
enhancement. One threat is that the evaluated DNNs, datasets, and
testing/fine-tuning methods may be biased. To mitigate this threat,
we select DNNs that have been widely studied in DNN testing and
incorporated into mature commercial products. For example, the
residual connection [24] in ResNet is the building block for nearly
all modern DNNs and related systems, e.g., Detectron [3] and recent
LLMs [4, 43]. ImageNet is almost the largest public dataset and is the
golden standard to benchmark DNNs [46]. Our technical pipeline is
not tailored to specific DNNs/datasets. Our evaluated testing meth-
ods (e.g., random, fuzzing-like, and prioritization-based testing) and
objectives (e.g., structure and distribution-based coverage, adequacy,
and diversity metrics) cover most recent works [33, 38, 42, 54, 62, 63,
68, 71]. The evaluated fine-tuning is the standard and fundamental
form, and is widely adopted to repair DNNs [33, 40, 59, 65, 68, 69].

Another threat is that our adopted transformations may not
be comprehensive. We mitigate this threat by considering, to the
best of our knowledge, all pixel- and style-based transformations
adopted in existing works [42, 54, 62, 63, 68, 71]. In addition, when
identifying (local) perception-based transformations, we iteratively
generate transformations on perceptions of different hierarchies,
as introduced in Sec. 4.2 and illustrated in Fig. 3. Moreover, as
mentioned in Sec. 6, we augment existing transformations with
thousands of new (perception-based) transformations, and the di-
versity of these new transformations are ensured via a relatively
strict deduplication process (Sec. 4.2); we believe such a large num-
ber (∼ 2K vs. ∼ 10 in prior works) is a strong indicator of the
comprehensiveness of our transformations.

Text (NLP) DNNs. Text DNNs’ tasks also belong to classification
or regression, and the internal logics are reflected as decision bound-
aries. In addition, inputs of text DNNs are word embeddings, which
are floating-point vectors as images. Furthermore, given that our
unveiled issues are due to the use of ETIs, not specific DNNs/tasks,
it should be accurate to conclude that our findings are also ap-
plicable to text DNNs to a great extent. Currently, the testing of
text DNNs is not comprehensively studied and is not as general
as testing image DNNs. Most works focus on specific tasks (e.g.,
machine translation [25]) and their proposed input transformations
cannot be used interchangeably. We note that contemporary works
also use generative models to mutate text [69]; since our transfor-
mation generation techniques are out-of-the-box and agnostic to

the generative model’s implementation, it should be promising to
generate comprehensive generic text transformations for future
testing works using our techniques.
Textual Annotations for Transformations.While consistency
and uniqueness evaluated in this study are sufficient to ensure
the correctness of transformations in DNN testing, our currently
generated transformations lack textual descriptions. Automatically
annotating such descriptions should be an interesting future direc-
tion, as developers may require interpreting DNN errors. Although
multi-modal LLMs are unable to automatically generate transforma-
tions (see Sec. 6), we foresee their high potential in complementing
our generation technique by providing textual interpretations.
EP and Diversity. EPs can holistically reflect the diversity of DNN
errors. However, we clarify that EP considered in this research is
different from the “diversity property” studied previously. Previous
works estimate the diversity of ETIs (e.g., via ETI’s entropy [23],
belonging classes [68], or clusters [5]). Nevertheless, conventional
diversity metrics are calculated input-wise. Thus, merely differ-
ent ETIs (generated using one transformation) can increase their
diversity scores.
Distribution Shift Due to Transformations. As DNNs often as-
sume that training and test data follow the same data distribution,
it is expected that transformations adopted in testing do not in-
duce distribution shift (i.e., producing out-of-distribution inputs). In
essence, mis-predictions triggered by out-of-distribution inputs in-
dicate incorrect usage of DNNs, not DNN errors. We clarify that our
augmented perception-based transformations should not change
the original data distribution. These transformations, to some ex-
tent, can be seen as the results of interpolation and extrapolation
among perceptions of the generative model’s training data. For
instance, transformations for the face orientation are generated
because the generative model’s training data have both left- and
right-oriented faces. In that sense, we cannot generate transforma-
tions for the face orientation if the generative model training data
are all left-oriented. Since the generative model and the tested DNN
use the same training data (i.e., the developer’s data), our trans-
formations will not bring new perceptions that do not exist in the
tested DNN’s training data (i.e., out-of-distribution perceptions).

10 Conclusion
This paper unveils that ETI-oriented testing frequently generates
similar ETIs and neglects many DNN errors. The ETI-based fine-
tuningmay impair DNNs. By generating comprehensive input trans-
formations, we show the advantage of EP-oriented DNN testing
and fine-tuning. Large-scale evaluations show that our approaches
can effectively detect and repair DNN errors.
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